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HfO2-based ferroelectrics have emerged as promising materials for advanced nanoelectronics, with their ro-
bust polarization and silicon compatibility making them ideal for high-density, nonvolatile memory applications.
Oxygen vacancies, particularly in positively charged states, are suggested to profoundly impact the polymor-
phism kinetics and phase stability of hafnia, thereby affecting its ferroelectric behavior. The electronic structures
of pristine and oxygen-deficient hafnia polymorph have been extensively studied using density functional theory,
primarily employing (semi-)local exchange-correlation functionals. However, these methods often underestimate
band gaps and may not accurately capture the localized nature of d electrons. In this work, we investigate
hafnia in various phases using DFT + U + V , with on-site U and intersite V Hubbard parameters computed
self-consistently via the pseudohybrid Hubbard density functional, ACBN0, and its extended version eACBN0.
We find that the self-consistent DFT + U method provides comparable accuracy to the computationally more
expensive Heyd-Scuseria-Ernzerhof hybrid density functional in predicting relative thermodynamic stability,
band gaps, and density of states. Furthermore, it is a cost-effective approach for estimating the formation energies
of oxygen vacancies. Additionally, we demonstrate that environmentally dependent Hubbard parameters serve
as useful indicators for analyzing bond strengths and electronic structures in real space.
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I. INTRODUCTION

The discovery of ferroelectricity in HfO2-based thin films
in 2011 [1,2] has opened up an avenue to realize nanoelec-
tronics such as nonvolatile memory and memristor, as this
fluorite-structured material demonstrates significant advan-
tages over conventional perovskite ferroelectrics. Specifically,
HfO2-based ferroelectrics exhibit robust switchable polariza-
tion in thin films with a thickness down to 1 nm [3,4], which
is highly desirable for the development of high-density mem-
ory devices. In addition, the excellent compatibility of HfO2

with complementary metal oxide semiconductor technology
offers the potential for seamless integration of ferroelectric
functionalities with existing silicon-based electronic devices
[5]. These unique properties of ferroelectric HfO2 have thus
sparked intense research interest, motivating the development
of new techniques for its synthesis, characterization, and inte-
gration into electronic devices.

The polar orthorhombic (PO) Pca21 phase of HfO2 is
widely recognized as the origin of ferroelectricity in hafnia
thin films [6–8], despite being energetically less favorable
than the nonpolar monoclinic (M) P21/c phase (see Fig. 1)
[9]. Among various extrinsic factors that can affect the relative
stability between the PO and M phase in thin films of hafnia
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[4], oxygen vacancies (VO) have been suggested to play a
crucial role in stabilizing the ferroelectric phase, either ther-
modynamically or kinetically, in a number of experimental
and theoretical studies [10–13]. Particularly, first-principles
density functional theory (DFT) calculations have revealed
the drastically different impacts of charge-neutral and charged
oxygen vacancies on the relative stability of HfO2 poly-
morphs, which are intimately related to the energy of the
defect level [14] and the degree of electronic screening around
the vacancy [15]. However, previous DFT investigations on
HfO2 have mainly relied on (semi-)local exchange-correlation
(XC) functionals such as the local density approximation
(LDA) [16] and generalized gradient approximation (GGA)
[17]. These methods are known to have limitations in pre-
dicting the electronic properties of materials with localized
d or f states, such as those containing transition-metal ele-
ments, due to the remnant self-interaction error (SIE) [18].
This could pose a potential issue for accurate descriptions of
the electronic structures of HfO2, which involves localized
d states. To achieve a correct understanding of how VO of
varying charge states influences properties of HfO2-based fer-
roelectrics, it is worth revisiting the electronic and structural
properties of HfO2, both with and without VO, using more
accurate first-principles methods.

Hybrid XC functionals, while mitigating SIE by mixing
a fraction (α) of Hartree-Fock (HF) exact exchange with
the semilocal DFT exchange, nevertheless result in high
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FIG. 1. Schematics of P21/c (M ), Pca21 (PO), and P42/nmc (T ) phases of HfO2. Threefold and fourfold coordinated oxygen atoms are
colored in blue and red, respectively.

computational costs for point-defect calculations requiring
large supercells. The PBE0 hybrid functional combines 75%
of Perdew-Burke-Ernzerhof (PBE) exchange with a fixed 25%
HF exchange (α = 0.25) [19,20]. Heyd, Scuseria, and Ernzer-
hof developed the screened hybrid functional HSE06 [21–23],
wherein the short-range exchange includes a portion of HF ex-
change (α = 0.25), while the long-range exchange is treated
with PBE exchange only [24]. In some studies using HSE06,
the value of α is treated as a material-specific parameter that
characterizes the strength of dielectric screening and is em-
pirically tuned to align with experimental observations [25].
This approach, though improving the agreement between ex-
periment and theory, inevitably sacrifices the ab initio nature
of DFT calculations. It is worth noting that the HF mixing
parameter α can also be determined self-consistently [26].
The self-consistent cycle begins with an initial guess for α

and iteratively computes the static dielectric constant using
the hybrid exchange-correlation potential defined by the α,
updating α until convergence for the static dielectric constant
is achieved. By computing α directly from the electronic
structure of the system, the first-principles nature of the cal-
culations is preserved, eliminating the need for empirically
tuning the parameter and enhancing the predictive power of
the approach.

The GW approximation is a many-body perturbation the-
ory method used to calculate the electronic structure of
materials, particularly quasiparticle energies such as band
gaps [27–30]. It improves upon standard DFT by explicitly
incorporating electron-electron interactions through the self-
energy, which is approximated as the product of the Green’s
function (G) and the screened Coulomb interaction (W ), typi-
cally computed within the random phase approximation. The
simplest form of GW , known as G0W0, is a single-shot calcu-
lation where quasiparticle energies are obtained from a single
GW iteration. In this approach, all off-diagonal matrix ele-
ments of the self-energy are neglected, and a Taylor expansion
of the self-energy is performed around the DFT eigenvalues.
A more refined approach, called GW0, introduces partial self-
consistency by iteratively updating the Green’s function (G)
while keeping the screened Coulomb interaction (W0) fixed
[31]. This improves the accuracy of the quasiparticle energies
while maintaining computational efficiency.

The DFT + U approach and the extended version, DFT +
U + V , both based on the mean-field Hubbard model, of-
fer computationally efficient ways to correct SIE, yielding
improved descriptions of electronic structures for transition-
metal systems compared to LDA and GGA functionals
[32–36]. In these approaches, a Hubbard functional is

incorporated into standard DFT, accounting for Coulomb
repulsion between strongly localized electrons of the same
atom, as well as Coulomb interactions between electrons
on neighboring sites, which are determined by the “on-
site” Hubbard U parameter and the “intersite” Hubbard V
parameter, respectively [37]. There are several main meth-
ods reported in the literature for determining the Hubbard
U and V parameters. First, a common practice is to as-
sume these Hubbard parameters are element specific and to
tune them to match experimental results or results obtained
with higher-level theories such as HSE06 and GW approx-
imations. This empirical approach, similar to tuning α in
hybrid functionals, compromises the first-principles aspect of
DFT calculations. Moreover, the values of Hubbard parame-
ters vary significantly when targeting different experimental
properties, leading to discrepancies in predicting properties
such as defect energetics [38–41]. Therefore, it is preferable
to determine the Hubbard parameters in a systematic and
self-consistent way. Second, the linear response constrained
density functional theory (LR-cDFT) interprets U and V as
corrections required to restore the piecewise linear relation-
ship between the total energy and orbital occupation, where
their values are extracted from the response matrix of or-
bital occupation to a perturbing potential. This method can
be computationally demanding due to the need for supercell
calculations and might be numerically unstable, as it could
yield unphysically large U values for fully occupied orbitals
[42]. Third, Timrov et al. reformulated LR-cDFT with density
functional perturbation theory, which recasts perturbations in
supercells as a sum of wave-vector-specific perturbations in
a primitive cell in reciprocal space, enabling efficient calcu-
lation of site-dependent Hubbard parameters without needing
supercell calculations. Fourth, the constrained random phase
approximation method can be used to calculate the Hubbard
U by determining the screened Coulomb interaction within
a specified subspace [43], typically utilizing the polarization
function of the system. However, this method can encounter
challenges when applied to 3d transition metals due to the
significant entanglement of the 3d bands with other bands,
such as the 4s and 4p bands. This entanglement compli-
cates the isolation of the 3d subspace, potentially leading
to inaccuracies in the calculated U values and instability in
the results [43]. Lastly, the pseudohybrid Hubbard density
functional, namely, Agapito-Curtarolo-Buongiorno Nardelli
(ACBN0) [44] and its extended version, eACBN0 [37,45–
47], introduces a self-consistent method for calculating U
and V values. The HF energy associated with a chosen
Hubbard manifold is expressed in terms of renormalized
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density matrices and occupations, leading to density func-
tionals of U and V that are updated during an electronic
self-consistent cycle.

The ACBN0 and eACBN0 approaches have demonstrated
high accuracy compared to the PBE functional and represent a
more computationally efficient alternative to HSE06 and GW0

[29]. Inherent to the Hubbard model, the U and V parame-
ters should depend on the local atomic environment and thus
be Hubbard-site specific rather than element specific. This
characteristic is correctly captured within both ACBN0 and
eACBN0. It should be noted that since ACBN0 and eACBN0
are relatively new density functionals, few studies have inves-
tigated their performance in predicting structural properties
and defect formation energies [48,49], which fundamentally
require calculations of relative energy differences. The im-
pact of local environment-sensitive Hubbard parameters on
predicting relative energy differences between different con-
figurations deserves further investigation.

This study, taking HfO2 as a paradigmatic case, compares
the results from the ACBN0 and eACBN0 functionals with
those obtained from HSE06 and GW . In ACBN0, the Hubbard
model incorporates on-site interactions of Hf 5d and O 2p
states, while eACBN0 includes additional intersite interac-
tions between these states. We systematically analyze the
electronic structures of pristine and oxygen-deficient HfO2

obtained with self-consistent DFT + U + V , by comparing
the results with those obtained with HSE06 and GW0. It is
noted that we adopt the standard “off-the-shelf” value of 0.25
for α without any tuning, as our goal is to minimize “human
involvement” in this benchmark study. We select the HSE06
hybrid functional primarily for its practical convenience and
widespread recognition as one of the most accurate hybrid
functionals for solid-state materials [24,50,51]. In the spe-
cific case of HfO2, the HSE06 functional has demonstrated
excellent accuracy in predicting band-gap values (see discus-
sions below). Environmental-dependent Hubbard parameters
are employed to assess the impact of oxygen vacancies on the
electronic structures in real space. We calculate the oxygen
vacancy formation energies for various phases of HfO2 and
compare the values predicted by different functionals. It is
demonstrated that ACBN0 offers comparable accuracy to the
computationally more expensive HSE06 in predicting relative
thermodynamic stability, band gaps, and density of states.
Additionally, ACBN0 achieves a similar level of accuracy as
GW0 in the calculation of the density of states. This com-
parative analysis provides useful insights into the ACBN0
and eACBN0 functionals and their applicability in modeling
functional oxides.

II. COMPUTATIONAL METHODS

We consider three experimentally observed phases of
HfO2: M, PO, and the high-temperature tetragonal (T ) phase
(space group P42/nmc). All DFT calculations are performed
with QUANTUM ESPRESSO (QE) [52,53] using Optimized
Norm-Conserving Vanderbilt pseudopotentials taken from the
PseudoDojo library [54]. The structural parameters of 12-
atom unit cells are optimized with the PBE functional using
a plane-wave cutoff energy of 60 Ry, a 4 × 4 × 4 k-point
mesh for Brillouin zone sampling, a Gaussian smearing of

0.01 Ry, an energy convergence threshold of 10−4 Ry, and
a force convergence threshold of 10−3 Ry/Bohr. Both lattice
constants and ionic positions are fully relaxed. For density of
states (DOS) calculations, we employ the tetrahedra smearing
and an 8 × 8 × 8 k-point mesh.

Based on PBE-optimized structures, we compute U and V
parameters self-consistently with ACBN0 and eACBN0 using
an in-house version of QE. The on-site U corrections are
applied to Hf 5d states and O 2p states. The intersite Hubbard
interactions between nearest-neighboring Hf 5d and O 2p are
included in DFT + U + V . The Hubbard U and V parameters
are considered converged when the change in the Hubbard
energy is within 10−5 Ry.

The defective hafnia systems with oxygen vacancies are
modeled using 2 × 2 × 2 supercells with one oxygen atom
removed. Different charge states (q) of VO, denoted as V ×

O for
q = 0, V •

O for q = +1, and V ••
O for q = +2 in Kröger-Vink

notation [55], are created by adjusting the number of electrons
of the system. The background-charge method is adopted
when modeling a charged vacancy. The ionic positions are
optimized with PBE, while the lattice constants are fixed at
the ground-state values of unit cells, to stimulate the dilute
defect limit. The formation energy of an oxygen vacancy in
charge state q is calculated following the methodology out-
lined in Ref. [56], employing the Freysoldt–Neugebauer–Van
de Walle correction scheme [57,58]:

E f
q (εF) = {

E tot
q + E corr

q

} − Epristine

+ q
{
ε

pristine
VBM + εF − �V0/p

} − nOμO, (1)

where E tot
q is the total energy of the supercell containing a

charged vacancy and Epristine is the total energy of a pristine
supercell of the same size; E corr

q is the finite-size electrostatic
correction, which amends the spurious interaction between the
defect charge and its periodic images arising from the usage
of periodic boundary conditions; εF is the Fermi level with
respect to the valence band maximum (VBM) in the pristine
supercell, ε

pristine
VBM ; and �V0/p is the potential alignment term

obtained by comparing the electrostatic potentials far from a
defect of q = 0 (V0|far) and that in a pristine supercell (Vp),
that is, �V0/p = V0|far − Vp. For the chemical potential of the
oxygen atom, μO, it is set as half of the energy of an oxygen
molecule for oxygen-rich conditions. For a neural defect of
q = 0, the absence of long-range electrostatic defect-defect
interactions simplifies the determination of the formation
energy:

E f
0 (εF) = E tot

0 − Epristine − nOμO. (2)

III. RESULTS AND DISCUSSION

A. Energetics of HfO2 polymorphs

The unit cells of hafnia polymorphs (in Fig. 1) are first
optimized using the PBE functional, followed by single-point
energy calculations using ACBN0, eACBN0, and HSE06. We
also performed geometry optimizations using ACBN0 and
eACBN0, following the workflow outlined in Ref. [59]. The
structural parameters obtained with ACBN0 and eACBN0
show good agreement with PBE values for the M and PO
phases. While ACBN0 yields structural parameters for the T
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TABLE I. Lattice constants of hafnia polymorphs optimized with PBE and self-consistent Hubbard U and V parameters computed using
ACBN0 and eACBN0. There are two different types of oxygen atoms, denoted as O3c and O4c, in the M and PO phases of HfO2.

Phases Lattice Constants (Å) ACBN0 U (eV) eACBN0 U (eV)

M phase a = 5.24 U (Hf 5d ) = 0.158 U (Hf 5d ) = 0.210
b = 5.07 U (O4c 2p) = 8.227 U (O4c 2p) = 8.052
c = 5.17 U (O3c 2p) = 8.776 U (O3c 2p) = 8.510

PO phase a = 5.22 U (Hf 5d ) = 0.157 U (Hf 5d ) = 0.210
b = 5.00 U (O4c 2p) = 8.248 U (O4c 2p) = 8.036
c = 5.03 U (O3c 2p) = 8.782 U (O3c 2p) = 8.554

T phase a = 5.16 U (Hf 5d ) = 0.181 U (Hf 5d ) = 0.235
b = 5.03 U (O 2p) = 8.512 U (O 2p) = 8.394
c = 5.03

phase that are nearly identical to the PBE values, we encoun-
tered difficulties in optimizing the T phase with eACBN0, as
the structure tends to relax into other lower-energy phases.
This behavior is expected, as the T phase is a high-energy
metastable phase. The lattice constants used in this paper
and self-consistent Hubbard U computed with ACBN0 and
eACBN0 are reported in Table I. Unlike the higher-symmetry
T phase, where all oxygen atoms are symmetrically equivalent
and bonded to four hafnium atoms, the structures of the M
and PO phases feature alternating fourfold-coordinated (O4c)
and threefold-coordinated (O3c) oxygen atoms. The variation
in the local environments of oxygen atoms is reflected in
the self-consistent U values. Both ACBN0 and eACBN0 pre-
dict slightly higher U values for the 2p states of O3c atoms,
≈8.8 eV for ACBN0 and ≈8.5 eV for eACBN0, compared
to the ACBN0 value of ≈8.2 eV and the eACBN0 value of
≈8.0 eV for the 2p states of O4c atoms. The U values for
Hf 5d states are small (<0.3 eV), indicating these localized
states are already adequately described by PBE.

The diverse Hf-O bonds present in hafnia polymorphs al-
low for quantitative analysis of the relationship between Hf-O
bond length (rb) and the self-consistent intersite Hubbard V
values computed using eACBN0. As depicted in Fig. 2(a),
the magnitude of V is inversely proportional to rb across all
phases. Notably, the M and PO phases demonstrate nearly
identical V -rb relationships, with V values ranging from 2.20
to 2.35 eV. In contrast, the V values for the two Hf-O bonds
in the T phase show a more substantial variation, differing
by ≈0.25 eV. The linear regression of V versus rb in the T
phase indicates a slightly higher V value for the same rb when
compared to those in the M and PO phases.

To elucidate the impact of Hubbard parameters on bonding
strength, we compute the integrated crystal orbital Hamilton
population (ICOHP) for each Hf-O bond in various poly-
morphs of hafnia. The Crystal Orbital Hamilton Population
(COHP) method [60] partitions the band structure energy
into a sum of orbital pair contributions, providing a detailed
analysis of chemical bonding by decomposing the electronic
structure into atom- and bond-specific components. A COHP
versus energy diagram reveals bonding, nonbonding, and an-
tibonding energy regions across a specified energy range. The
ICOHP is the energy integral of the COHP over a chosen
energy range, and it serves as a quantitative measure of the
bonding strength between atoms or within bonds. The correla-
tion between the Hubbard parameter V and the negative value

of ICOHP (−ICOHP), as depicted in Fig. 2(b), shows a pos-
itive relationship, suggesting that the magnitude of V could
serve as a useful indicator of bond strength. We observe that
the V -rb relationship in the T phase exhibits a distinct slope
compared to those in the M and PO phases. This suggests that
while the chemical bonding in the M and PO phases is similar,
it differs from that in the T phase.

A comparative analysis of bond strength across differ-
ent functionals, as presented in Fig. 2(c), reveals that the
PBE functional predicts the strongest bonds among the three
considered functionals. The introduction of the Hubbard U
parameter in ACBN0 tends to localize electrons, which gen-
erally weakens the interactions between neighboring atoms.
Conversely, the Hubbard V parameter is associated with inter-
atomic interactions that enhance electronic coupling between
neighboring atoms, thereby strengthening the bonds. This
explains why eACBN0 predicts stronger Hf-O bonds than
ACBN0. Furthermore, a consistent trend in bond strength
emerges across all functionals: the M phase exhibits the high-
est average bond strength, followed by the PO phase with
moderate bond strength, while the T phase is characterized
by the lowest bond strength. This hierarchy in bond strength
aligns with the thermodynamic stability order of these phases,
which will be discussed in more detail.

Figure 3 plots the relative energies of PO and T phases
in reference to the M phase, as computed with the PBE,
ACBN0, eACBN0, and HSE06 functionals. All functionals
predict the same energetic ordering, with the energies of
M, PO, and T phases increasing sequentially. The energy
differences predicted by PBE, ACBN0, and HSE06 are com-
parable, whereas eACBN0 yields significantly larger values.
To elucidate the predominant factors influencing these en-
ergy differences, we analyze the total energy by breaking
it down into individual contributions: one-electron, Hartree,
exchange-correlation, Ewald, and Hubbard energies. It is evi-
dent from Table II that the larger energy difference predicted
by eACBN0 mainly stems from a more significant variation in
the Hubbard energy between the hafnia polymorphs.

B. Electronic structures of HfO2 polymorphs

Before the discovery of ferroelectricity in hafnia-based
thin films, hafnia had already attracted significant interest as
promising high-κ materials. The electronic properties of HfO2

have been extensively studied using various experimental
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FIG. 2. (a) Relationship between the Hubbard V and the Hf-O bond length (rb). (b) Relationship between the Hubbard V and bond strength,
represented by −ICOHP. (c) Correlation between rb and −ICOHP calculated using different functionals. Dashed lines indicate the average
magnitude of −ICOHPs.

techniques, including ultraviolet plus inverse photoemission
spectroscopy [61,62], spectroscopic ellipsometry [63,64],
electron-energy-loss spectroscopy [65,66], and x-ray absorp-
tion spectroscopy [67]. Reported band gaps (Eg) range from
5 to 6 eV, due to variations in the samples, which may be
crystalline or amorphous. Even within crystalline films, dif-
ferent phases may be present, contributing to the variability
of the band gaps. We compute the band gaps of hafnia poly-

FIG. 3. Relative energies (per unit cell) of PO and T phases
predicted with different functionals. The energy of the M phase is
set to zero as a reference.

morphs using four different density functionals and compare
them with the results obtained from the high-level method
represented by GW0 [68].

As shown in Fig. 4, for the M phase, PBE predicts a band
gap of 4.15 eV, while ACBN0 and HSE06 give higher values
of 5.87 and 5.78 eV, respectively, aligning well with the
experimental result of 5.68 eV [69] and the GW0 estimate

TABLE II. Decomposition of the energy difference into the
one-electron, Hartree, exchange-correlation, Ewald, and Hubbard
contributions.

�E = E (PO) − E (M ) (eV) PBE ACBN0 eACBN0

one-electron �E 23.96 23.89 23.91
Hartree �E −9.76 −9.68 −9.69
XC �E −0.03 −0.03 −0.04
Ewald �E −14.15 −14.15 −14.15
Sum of above �E 0.31 0.31 0.34
Extended Hubbard �E 0.00 −0.07 0.08

�E = E (T ) − E (M ) (eV) PBE ACBN0 eACBN0
one-electron �E 26.78 26.60 26.67
Hartree �E −10.59 −10.40 −10.47
XC �E −0.05 −0.06 −0.06
Ewald �E −16.09 −16.09 −16.09
Sum of above �E 0.63 0.62 0.64
Extended Hubbard �E 0.00 0.04 0.14
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FIG. 4. Band-gap values of different phases of HfO2 calculated using different functionals, compared to GW0 results reported in Ref. [68].

of 5.78 eV [68]. In contrast, eACBN0 with self-consistent U
and V parameters yields the largest gap of 6.47 eV. A similar
trend is observed for the PO and T phases, where ACBN0
and HSE06 predict band gaps comparable to the GW0 results,
whereas PBE estimates are lower and eACBN0 values are
higher. Overall, ACBN0, with self-consistently determined
Hubbard U parameters, achieves a level of accuracy com-
parable to HSE06 and GW0 but with greater computational
efficiency. Additionally, as detailed below, the large band gap
predicted by eACBN0 has a surprisingly strong impact on the
formation energy of charge-neutral oxygen vacancies.

The effects of Hubbard parameters on the electronic struc-
tures are analyzed by comparing the DOS. In all three
polymorphs, the primary contribution to the valence band
maximum (VBM) comes from the O 2p state, while the con-
duction band minimum (CBM) mainly involves the Hf 5d
state. As illustrated in Fig. 5, we align the DOS plots
computed with different functionals based on their core elec-
tron energies (assuming core electrons are less affected by
Hubbard parameters). This alignment allows for a direct com-
parison of absolute energy levels. Compared to PBE, the
introduction of Hubbard U corrections of ≈8.5 eV to O 2p
states in ACBN0 lowers the VBM. In eACBN0, the incor-
poration of Hubbard V interactions between Hf 5d and O 2p
states further decreases the VBM energy. In contrast, the
CBM shows less sensitivity to Hubbard corrections, likely
due to the much smaller U corrections of ≈0.2 eV applied
to Hf 5d states. This trend is consistent with the consecutively
increasing band-gap values predicted by PBE, ACBN0, and
eACBN0.

As ACBN0 and HSE06 predict similar band gaps, we an-
alyze their DOS plots with the VBM aligned across a broad
energy window as shown in Fig. 6 and compare them with
those obtained from the high-level GW0 method [68]. All three
methods yield comparable DOS profiles for states near the
band edges. Nevertheless, ACBN0 indicates that the Hf 4 f
states are located between −15 and −12 eV, while HSE06
and GW0 predict these states at lower energies, approximately
4.5 eV below. This difference is expected, as no Hubbard cor-
rection is applied to the Hf 4 f states in ACBN0. Interestingly,
within the energy window from −6 to 0 eV, the DOS profile
predicted by eACBN0 shows better agreement with GW0 and

HSE06 compared to ACBN0. We also compare the theoretical
DOS results for the M phase with available experimental data.
As shown in Fig. 7, both ACBN0 and HSE06 largely repro-
duce the main features of the experimental spectra. Based
on the detailed comparisons above, ACBN0 emerges as a
cost-effective method for describing the electronic structures
of hafnia, particularly for states near the band edges.

C. Self-consistent Hubbard U parameters around vacancy

As is inherent to the Hubbard model, the U parameter is
dependent on the local atomic environment and is specific
to each Hubbard site. The self-consistently determined U
values in ACBN0 can serve as descriptors of local atomic
environments, allowing us to probe the perturbations intro-
duced by point defects such as oxygen vacancies. To model
a single oxygen vacancy in HfO2, we optimized 2 × 2 × 2
supercells with one oxygen atom removed, followed by a
single-point energy calculation using ACBN0 to determine
the site-specific U values.

The oxygen-deficient M phase features two types of oxy-
gen vacancies, VO3c and VO4c , created by removing O3c and
O4c, respectively. We plot the site-specific U values of the
O 2p states as a function of the distance (r) of oxygen atom
from the vacancy in different charge states (V ×

O ,V •
O ,V ••

O )
in Fig. 8. For the case of VO3c , we find that the U values
of O3c atoms rapidly converge to their bulk values as r in-
creases, regardless of the vacancy’s charge state. In contrast,
the U -r relationships for O4c atoms exhibit more complex
behavior. Specifically, for charged vacancies like V •

O3c
and

V ••
O3c

, we observe a sharp decrease in the U values for O4c

atoms at r ≈ 4 Å, beyond which the U values eventually
return to the stoichiometric value. The situation is similar but
subtly different for VO4c . Here, the U values of O4c atoms
(rather than O3c atoms) quickly recover their bulk values
with increasing r. When the vacancy becomes charged, the
U values for O3c atoms drop substantially at r ≈ 4 Å from
the vacancy. Similar trends are also observed in the PO and
T phases.

Our analysis reveals that oxygen atoms experiencing
substantial variations in the U value (>0.25 eV) are primarily
distributed around the vacancy within the {111} plane,
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FIG. 5. Density of states (DOS) for different phases (M, PO, and T , from left to right) calculated using various functionals. The DOS plots
for each phase are aligned at the core energies.

as illustrated in Fig. 9(a). Although some oxygen atoms
are closer to the vacancy, their U values are less affected
because they reside in neighboring {111} planes. This
spatial distribution explains the notable drop in U values
at r ≈ 4 Å for O4c near charged VO3c and O3c near charged
VO4c . Furthermore, DOS calculations indicate that these
oxygen atoms exhibit strong hybridization with the defect
level [see Fig. 9(b)], contributing to their significant changes
in U values. These findings suggest the potential utility of
site-specific U values in elucidating the electronic structures
of materials in real space. The observed spatial variations in

FIG. 6. Comparison of DOS plots computed using ACBN0,
eACBN0, HSE06, and GW0 [68] for M and T phases, with the VBM
aligned. Notice that the gaps predicted by ACBN0, HSE06, and GW0

are similar, but eACBN0 predicted a larger gap than the others.

U values, particularly around defects, provide useful insights
into local electronic environments.

D. Defect levels in ferroelectric HfO2

Figure 10 offers a comparative analysis of the relative
energies of the VBM and the defect level in the PO phase
of HfO2 with VO3c of different charge states, treating the CBM
as a reference energy level. In the presence of V ×

O , the de-
fect level is doubly occupied, corresponding to the electron
localization at the vacancy site. The energy differences be-

FIG. 7. Comparison of DOS plots of the M phase near the Fermi
level for ACBN0 and HSE06 with experimental data. The red crosses
represent measurements from Ref. [61] using spectroscopic ellip-
sometry, and the blue circles are from Ref. [62] measured by x-ray
photoemission spectroscopy.
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FIG. 8. Variation of the magnitude of U on O 2p states predicted by ACBN0 with respect to the distance from (a) charge-neutral V ×
O3c

,
(b) singly charged V •

O3c
, (c) doubly charged V ••

O3c
, (d) V ×

O4c
, (e) V •

O4c
, and (f) V ••

O4c
in the M phase. Red crosses represent the magnitude of U on

2p orbits of O3c, and the blue triangles represent the magnitude of U of 2p orbits of O4c. The dashed lines denote the U values in pristine
structures.

tween the CBM and the defect level increase in the order of
PBE, ACBN0, eACBN0, and HSE06, whereas eACBN0 pre-
dicts the largest difference between the VBM and the defect
level. The effect of the XC functional on the relative energy of
the defect level remains largely consistent for singly charged
V •

O and doubly charged V ••
O . Overall, ACBN0 and HSE06

yield similar relative positions for the defect level within the
band gap.

We also investigate the formation energy of oxygen
vacancies in hafnia polymorphs, with the results graphically
presented in Fig. 11. Experimentally, the Fermi energy
can vary between the VBM and the CBM, depending on
conditions such as vacancy concentration and temperature.
Therefore, it is common practice in defect formation energy
calculations to treat the Fermi energy as a variable that spans
from the VBM to the CBM. Taking HSE06 predictions as
a benchmark, our findings show that ACBN0 consistently

FIG. 9. (a) Spatial distribution of oxygen atoms with significant variation in U values; take the M phase as an example. (b) Atom-resolved
DOS. The red line corresponds to the oxygen atoms marked in red in (a), indicating a contribution at the defect level. In contrast, sky-blue
colored oxygen atoms do not contribute to the defect level.
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FIG. 10. Relative energies of CBM, VBM, and defect levels calculated using PBE, ACBN0, eACBN0, and HSE06. For V •
O , the spin

polarization is considered. The energy of the CBM is set to zero. Occupied states are illustrated by the yellow arrows.

delivers accurate results for neutral vacancies in M, PO,
and T phases, while the standard PBE functional predicts
lower values. In contrast, eACBN0 tends to overestimate
the formation energies by ≈1.5 eV. This overestimation
is primarily due to eACBN0 predicting a significant energy
difference between the VBM and the defect level (see Fig. 10),
resulting in vacancies with localized high-energy electrons,
making them less stable. When considering charged defects,
the values from ACBN0 and eACBN0 are comparable, both
lower than those computed with HSE06. We observe that all
functionals indicate that the formation energy of V ••

O3c
is lower

than that of V ••
O4c

, aligning with previous research [70]. It is
noted that when the Fermi level is close to the VBM, ACBN0
and eACBN0 predict negative formation energies for charged
vacancies, suggesting their possible spontaneous formations
under suitable p-type doping conditions.

Finally, we evaluated the computational efficiency of vari-
ous functionals for single-point energy calculations of HfO2

using Intel Xeon Platinum 8358 processors with 64 cores
per node. For the 12-atom unit cell, 1 node was used. The

PBE functional completed the calculation in 11.95 s, ACBN0
in 1 min and 17.68 s, eACBN0 in 4 min and 55.86 s, and
HSE06 in 12 min and 46.01 s. For a 2 × 2 × 2 supercell (96
atoms), 2 nodes were utilized. The PBE functional completed
the calculation in 2 min and 21.26 s, ACBN0 in 18 min and
21.96 s, eACBN0 in 1 h and 5 min, and HSE06 in 1 h and 51
min. These results show that PBE is consistently the fastest.
ACBN0, though slower, remains efficient and performs com-
parably to PBE for smaller systems. eACBN0, while slower
than ACBN0, is significantly faster than HSE06, making it a
practical alternative for improved efficiency.

IV. CONCLUSIONS

This study demonstrates that the DFT + U method, uti-
lizing Hubbard parameters computed with ACBN0, provides
an efficient and accurate approach for predicting the phys-
ical properties of hafnia polymorphs. Our results show that
ACBN0 closely reproduces the results obtained from HSE06
and GW0 methods, as well as experimental data, while being

FIG. 11. Oxygen vacancy formation energy as a function of Fermi level εF for VO3c and VO4c in the M phase, VO3c and VO4c in the PO phase,
and for VO in the T phase.
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much less computationally demanding. Particularly, the anal-
ysis of the electronic states near the Fermi level indicates that
both HSE06 and ACBN0 functionals yield predictions that
align well with experimental data. In comparison, eACBN0
predicts a larger band gap and higher vacancy formation
energy; however, the DOS profiles for states near the VBM ex-
hibit closer alignment with the results from HSE06 and GW0.
Overall, self-consistent Hubbard parameters can also serve as
effective indicators of bond strengths and local changes in
electronic structures in real space. Furthermore, our inves-
tigation of oxygen vacancy formation energies reveals that
the ACBN0 functional, which incorporates environmentally
dependent Hubbard parameters and local perturbations around
defects, provides reliable predictions of relative energies. This

study highlights the potential of DFT + U with self-consistent
Hubbard parameters for applications in transition-metal
oxides.
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