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Ferroelectric structural transition in hafnium oxide induced by charged oxygen vacancies
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The discovery of ferroelectric HfO2 in thin films and more recently in bulk is an important breakthrough
because of its silicon compatibility and unexpectedly persistent polarization at low dimensions, but the origin
of its ferroelectricity is still under debate. The stabilization of the metastable polar orthorhombic phase was
often considered as the cumulative result of various extrinsic factors such as stress, grain boundary, and oxygen
vacancies as well as phase transition kinetics during the annealing process. We propose a mechanism to
stabilize the polar orthorhombic phase over the nonpolar monoclinic phase that is the bulk ground state. Our
first-principles calculations demonstrate that the doubly positively charged oxygen vacancy, an overlooked defect
but commonly presenting in binary oxides, is critical for the stabilization of the ferroelectric phase. The charge
state of the oxygen vacancy serves as a degree of freedom to control the thermodynamic stability of competing
phases of wide band gap oxides.
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The discovery of unusual ferroelectricity in fluorite-
structural hafnium oxide (HfO2) has attracted considerable
attention because of its silicon compatibility and unexpect-
edly robust ferroelectricity at low dimensions compared to
conventional perovskite-based ferroelectrics [1–7]. However,
there is still an important, unresolved issue regarding the
origin of ferroelectricity, that is, the stability puzzle: The
polar orthorhombic (PO) Pca21 phase is ferroelectric but
metastable [8–10], while the nonpolar monoclinic (M) phase
is the ground state [11], and both phases often coexist in ferro-
electric HfO2-based thin films [12,13]. Previous experimental
and theoretical works have put their efforts into identifying
the mechanism(s) to stabilize the PO phase, which can be
roughly classified into thermodynamic models (including var-
ious extrinsic factors such as doping, grain size effect, strain,
and electric field) and kinetic models (accounting for phase
transition barriers during the annealing process) [7,10–12,14–
22]. However, a simple strategy to stabilize the PO phase re-
mains elusive. Among the proposed mechanisms, the oxygen
vacancy is brought into sharp focus for the following reasons.
First, oxygen vacancy is a dominant intrinsic defect in HfO2

thin films which is unavoidable and often found at a rela-
tively high concentration of 1.7 × 1021 cm–3 (corresponding
to HfO2–x with x =∼ 2.65%) in experiments [23,24]. Second,
there have been experimental observations that the M phase
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transforms to the PO phase when oxygen vacancies migrate
from the interface into the bulk region [23,25], and high
oxygen vacancy concentration can suppress the M phase and
stabilize the PO phase [26]. A very recent experimental work
reported that ferroelectricity in HfO2-based film is intertwined
oxygen vacancy migration, and oxygen vacancy migration can
induce structural phase transitions [27]. Nevertheless, they
claimed that the nature of the coupling between the oxygen
vacancy and ferroelectricity “remains agnostic.” Theoretical
studies have reported that the energy difference between the
PO phase and the M phase will slightly decrease as the
concentration of the charge neutral oxygen vacancy (VO)
increases; however, even at an extremely high concentration
of ∼12%, the energy of the PO phase is still substantially
higher than that of the M phase [5,14,15,28]. It is evident that
the oxygen vacancy alone cannot solve the stability puzzle.
Moreover, first-principles calculations also indicate that the
diffusion barrier of VO in HfO2 is too high (∼3 eV) to be
mobile [29,30], which also conflicts with the experimental
observations [23,31].

These experiment-theory conundrums regarding oxygen
vacancies in HfO2 may derive from an additional degree of
freedom: the defect charge state. The charge states of a defect
iare a subject that has been widely studied in semiconductors;
previous theoretical works focus on their formation energies,
transition levels, etc. [32,33]. In particular, oxygen vacancies
are known to possess different charge states such as the doubly
positively charged state (V2+

O ) in various oxides including
HfO2 [34,35]. To our best knowledge, few theoretical studies
of the effect of V2+

O on the phase stability of oxides have been
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performed on HfO2, though a similar idea has been performed
in ZrO2 using the self-consistent tight-binding model [36].
Using density functional theory (DFT) calculations, we find
that a V2+

O concentration of 2.35% is enough to make the PO
phase thermodynamically more stable than the M phase in
HfO2. More important, we thoroughly study the effect of V2+

O
on the relative phase stability in various wide band gap oxides.
We propose that for wide band gap oxides, by comparing the
absolute energy of defect levels induced by charge neutral VO

in different competing phases, the relative thermodynamic sta-
bility between competing phases containing charged oxygen
vacancies can be determined. Furthermore, we find that V2+

O
exhibits lower diffusion barriers than that of VO in HfO2,
indicating the mobile oxygen vacancy observed in experi-
ments is likely at the +2 charge state. These results provide
insight into the origin of ferroelectricity of HfO2 and may help
to explain the vacancy-induced structural phase transition in
HfO2.

The DFT calculations show that the lattice relaxation
around VO is negligibly weak, while being remarkably strong
around V2+

O in the M phase. For VO (removing a fourfold
coordinated oxygen atom), the four neighboring Hf atoms are
displaced outward by ∼0.013 Å and neighboring O atoms
are displaced inward by ∼0.035 Å from their original lattice
positions, corresponding to 0.6% and 1.6% of the equilib-
rium Hf-O bond length, respectively. For charged defects, the
artificial compensating jellium background charge was used
(for details, see Methods section in Supplemental Material
[37]). In the case of V2+

O , the neighboring Hf atoms have
outward displacements of ∼0.18 Å, and the surrounding O
atoms are distorted inward by ∼0.23 Å, as shown by blue and
green arrows in Fig. 1(a). The atomic displacements induced
by V2+

O are about 8.6%–11.0% of the equilibrium Hf-O bond
length, nearly ten times the values around the charge neutral
VO. The displacements decay exponentially with increasing

distance from the vacancy site (see Supplemental Material,
Fig. S1 [37]; also see Refs. [38–47]). A similar effect of
oxygen vacancy on lattice relaxations is also found in the PO
phase in which the local atomic distortions around V2+

O are
much larger than those around VO.

The markedly different lattice relaxations around VO and
V2+

O result from the distinctions of their electronic structures.
The removal of an oxygen atom leads to a doubly occupied
defect state within the band gap [see Fig. 1(b)] due to the
wide band gap of HfO2, while in narrow band gap oxides
such as SrTiO3, the defect states will merge with the bottom of
the empty conduction band states, making the system metal-
lic [48]. It is well known that semilocal density functionals
such as Perdew-Burke-Ernzerhof (PBE) will underestimate
the band gap. Considering that the PBE band gap of HfO2

from our DFT calculations is already quite large (∼4 eV),
a further enhancement of the band gap (i.e., predicted with
hybrid functionals such as HSE06) will only increase the ten-
dency of electron localization around the vacancy site and the
formation of a doubly occupied defect state within the band
gap. Therefore, the presence of in-gap defect states is robust
for wide band gap oxides [49] (we also perform calculations
using the HSE functional; see Supplemental Material, Fig. S5
[37]). It is also worth noting that in Fig. 1(b), we plot the
density of states (DOS) with respect to the absolute energy

FIG. 1. (a) Defect-free atomic structure of M-phase HfO2 and
the local atomic relaxations around the VO and V2+

O ; yellow surface
represents the charge density isosurface of the doubly occupied de-
fect state due to VO; the strong outward and inward displacements of
neighboring Hf and O atoms around V2+

O are indicated by blue and
green arrows. (b) Density of states of different phases of HfO2 with
VO and V2+

O ; blue shaded areas represent occupied states. The values
of doubly occupied defect levels are shown by red dashed lines. The
energy difference of defect levels (�εD) is 0.49 eV.

instead of setting the Fermi level to zero as usual because the
bulk systems of PO and M phases have a common energy
reference at the same charge state; thus we mark the energy
difference of 0.49 eV between the defect levels in the M and
PO phases, which will be a focal point in our later discussions.
The two excess electrons occupying the in-gap defect states
are strongly localized at the oxygen vacancy site, as shown in
Fig. 1(a). This unusual electronic structure is similar to the
electride materials filled with localized electrons in crystal
voids [50]. The two localized electrons act effectively as an
O2– in the perfect crystal of HfO2; therefore the neighboring
atoms around VO can barely sense the removal of an oxygen
atom and remain nearly undistorted. Conversely for V2+

O , the
neighboring atoms can sense the vacancy and the balance of
the lattice structure is broken, thus leading to strong lattice
relaxations.

To investigate the influence of the charge state of oxygen
vacancies on phase stability, we defined �E as the energy
difference between the PO and M phases as a function of the
concentration of oxygen vacancies: �E (Cn

VO
) = EPO(Cn

VO
) −

EM(Cn
VO

), where CVO
represents the concentration of oxygen

vacancies, superscript n represents the charge state of the
vacancy, and n = 0 and +2 are used in calculations. In a
2 × 3 × 2 supercell with 96 O atoms, removing one oxy-
gen atom corresponds to HfO2–x with x = 2.08%. The PO
and M phases are modeled with supercells of the same size
containing the same number of atoms. This allows a direct
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FIG. 2. (a) Energies of the PO phase of HfO2 with different vacancy charge states and relaxation conditions relative to the M phase (�E )
as a function of vacancy concentration obtained with 2 × 3 × 2 supercells. (b) Vacancy concentration dependence of local polarization for PO
and M phases with oxygen vacancy at different charge states.

comparison of the absolute energies between the PO and M
phases at the same charge state. A negative value of �E
indicates the PO phase is energetically more favorable than
the M phase.

The calculation results show that VO in HfO2 cannot sta-
bilize the ferroelectric PO phase, because �E only slightly
reduces but remains positive with the increasing concentra-
tion of VO as illustrated in Fig. 2(a), which agrees well
with previous theoretical studies [5,15,28]. For V2+

O , as il-
lustrated in Fig. 2(a), �E decreases gradually from 36.7 to
−57.5 meV/f.u., as the concentration of V2+

O increases from
1.04% to 4.16% (corresponding to one and four vacancies
in the supercells). This indicates that V2+

O can stabilize the
PO phase more effectively than VO and it is in good agree-
ment with experimental observation that high oxygen vacancy
concentration can suppress the M phase and stabilize the
PO phase [26]. We observe a linear relationship between the
concentration of V2+

O and �E [yellow line in Fig. 2(a)] at
low concentrations (C2+

VO
< 2.0%); the extrapolation gives a

critical concentration of 2.35% above which the PO phase is
more stable thermodynamically than the M phase. This value
agrees well with results from direct DFT calculations for high
concentrations which are shown by the blue solid squares
in Fig. 2(a). We consider that the artificial compensating
background charge in the supercell contributes to electrostatic
energy and such contribution may be different in the M and
PO phase. Therefore, it is necessary to exclude the influence
of the compensating background charge to the reduction of
�E . In order to study the V2+

O and avoid introducing an ar-
tificial compensating background charge, we constructed the
supercells with complex defects by removing an O atom and
substituting Sr (2+ valence state) for Hf (4+ valence state)
as shown in Fig. S7 in the Supplemental Material [37]. The
complex defects calculation results show that the effective
V2+

O (SrHf + VO) could reduce the similar magnitudes of en-
ergy difference between PO and M phase compared to V2+

O
(see Table S1 [37]). It proves that the charge vacancy induced
stabilization effect is not dependent on the assumption of an
artificial compensating background charge in the calculations.
In addition, we change the volume of the supercells with

V2+
O , and found that the �E ’s of different volume systems

have similar values (see Table S2 [37]). It is also found that
the V2+

O -induced stabilization effect is presented even with-
out atomic relaxations [see blue dashed line in Fig. 2(a)].
Therefore, it can be concluded that the volume change and
ion relaxation are not the dominant factors responsible for
the drastic reduction of �E . The reduction of �E mainly
originates from the reduction of the electrostatic energy due to
the removal of two localized electrons at the oxygen vacancy
site, as discussed in detail below. A similar trend is found
for threefold coordinated charged oxygen vacancies in other
phases of HfO2 (see Supplemental Material, Figs. S2 and S3
[37]). The nonpolar orthorhombic Pbca phase (AO) is another
possible candidate for the ground state configuration in HfO2.
We also investigate the effect of V2+

O on the competition be-
tween the AO and PO phases. As revealed in Figs. S2 and S3
[37], the V2+

O tends to stabilize both the AO and PO over the
M phase, while the energy of the nonpolar AO phase remains
lower by about 20 meV/f.u. than the polar PO phase at low
V2+

O concentrations (<2%). The calculations also reveal that
when the V2+

O concentration is relatively high (>4%), the PO
and AO phases have very similar energy, indicating that the
two phases may coexist in HfO2 ferroelectric films.

In addition to the ferroelectric phase stability, the magni-
tude of polarization is rather crucial for device applications.
We find V2+

O only slightly weakens the magnitude of the
polarization of the PO phase. In comparison, VO enhances the
polarization. As shown in Fig. 2(b), the polarization magni-
tude decreases with the increasing V2+

O concentration in the
PO phase. For instance, ∼3% of V2+

O will reduce the polariza-
tion from 52.2 to 46.7 μC/cm2, but the resultant polarization
magnitude remains within the acceptable range of electronic
devices application. The suppressed polarization induced by
charged oxygen vacancies might be one of the reasons why the
experimental polarization value is usually lower than the ideal
magnitude of 52.2 μC/cm2 from first-principles calculation
[1,4,7,23,25].

Considering that oxygen vacancy is common in oxides, we
systematically examined the relationship between V2+

O and
phase stability in a few representative oxides, and identify a
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FIG. 3. The energy differences of defect levels multiplied by
the effective charge (q�εD) versus relative phase stability [�EP in
Eq. (4)] in various wide band gap oxides.

general trend. We propose a thermodynamic cycle connecting
the energy difference between two competing phases (phase
A and B with B lower in energy) and the in-gap defect level
energy difference [�εD in Eq. (1)].

�εD = εA
D − εB

D, (1)

EA(VO) = EA
(
V2+

O

) + qεA
D, (2)

EB(VO) = EB
(
V2+

O

) + qεB
D. (3)

It is noted that εD is the energy of the defect level due to
VO; superscripts indicate that they correspond to phases A and
B, as illustrated in the inset of Fig. 3. E (VO) and E (V2+

O ) in
Eqs. (2) and (3) indicate the total energy of the specific phase
with VO or V2+

O by DFT calculation, respectively. We then
define �EP, and subtract Eq. (2) from Eq. (3) to get Eq. (4).
Equation (4) is the relative phase stability in the presence of
VO and V2+

O , respectively.

�EP = [EA(VO) − EB(VO)] − [
EA

(
V2+

O

) − EB
(
V2+

O

)]

= q�εD. (4)

Therefore, �EP reflects the change in relative phase sta-
bility when the charge state of oxygen vacancy becomes 0
to +2. The key assumption in the thermodynamic cycle is
that for wide band gap oxides, the energy of localized charge
q at a vacancy is simply qεD, and thus �EP is equal to
q�εD (q = 2). A positive value of �EP means the presence

of V2+
O has the tendence to stabilize the A phase relative to the

B phase, potentially driving a phase transition from B to A. It
is evident that V2+

O will reduce more energy of the A phase
if εA

D > εB
D. Take the PO phase and the M phase in HfO2 as

an example; the energy of removing two excess electrons in
the PO phase is 1.08 eV higher than that in the M phase. This

value is approximately equal to twice the difference between
defect levels (0.49 eV) which we marked in Fig. 1(b). As we
discussed above, in wide band gap oxides, the effective charge
from VO is strongly localized at the vacancy site and does not
bond with atoms around the defect. Therefore, the energy of
the defect level is mainly contributed by the Hartree poten-
tial of the surrounding atoms, and the Hartree potential can
be well described by DFT calculations. Due to the different
arrangement of atoms around the defect in different phases,
their Hartree potentials are also different, which is reflected in
the difference of defect levels (�εD). That is why for the PO
phase and the M phase in HfO2, �EP is approximately equal
to q�εD.

The above conclusion about the relationship between �EP

and q�εD should be general for wide band gap oxides, and
even for ionic insulators. Because the Hartree potential and
electrostatic energy is universal, and the important factor here
is a large band gap that can form a localized defect level, the
elemental composition and crystal structure of the material
are less irrelevant. We first focus on hafnium dioxide and
zirconium dioxide (ZrO2), checking the �EP of their various
phases relative to the M phase. As shown in Fig. 3, the co-
ordinate of each dot is (q�εD, �EP) and all dots are located
around the dashed line which represents q�εD = �EP. We
also calculate the oxygen vacancy in oxides of various valence
states, of which the band gap obtained by PBE is larger than
3.5 eV, as shown in Fig. 3 (see Table S5 in the Supplemental
Material for detailed data [37]); they are also located around
the dashed line. Figure 3 indicates that q�εD = �Ep is a
universal phenomenon in wide band gap oxides. It means that
for two specific phases of certain wide band gap oxides, the
V2+

O will significantly reduce the total energy of one phase
relative to the other phase, and induce a phase transition. We
notice that previous works focus on researching the formation
energy of different charged defects in one certain system. The
important parameter there is the chemical potential for the
effective charge and atoms being removed or added [51–53].
The chemical potential of the effective charge is given by the
chemical potential of the electrons, i.e., the Fermi level which
is usually referenced to the top of the valence band (EVBM)
[54,55]. In our work, we focus on the relative stability of two
competing phases when vacancies are changed from 0 to +2
instead of the stability of the charged vacancies themselves.
We are comparing two specific phases at the same charge
state; when comparing the energy difference between them,
the term of chemical potential of atoms is canceled. As for the
energy of the electrons, considering that the two competing
phases have a common energy reference at charge neutrality,
it is not proper to set the EVBM of the two phases as reference
energy separately. Therefore, we uniquely select the defect
levels that have been ignored in previous work as a reference.

In ferroelectric HfO2 films, it is often observed that oxygen
vacancies migrate from the interface to the bulk region during
an electric field cycling process [23,25]. The calculated oxy-
gen vacancy diffusion activation energy (Ea) of the M phase
and the PO phase are 2.89 and 2.49 eV for VO, respectively,
as shown in Fig. 4(a), consistent with the value of 2.4–3.2 eV
reported in previous works [29,30,56]. Such a large diffusion
barrier essentially prohibits the migration of VO. Our calcula-
tions show that V2+

O has a much lower Ea of 0.98 and 0.85 eV
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FIG. 4. (a) The energy variation of the VO and V2+
O during their migrations along the pathways shown in the inset and yellow surface

represents the charge density isosurface of the defect state; (b) the corresponding density of states of initial/final and intermediate states with
VO and V2+

O of M-phase HfO2.

for the M and PO phases respectively, as shown in Fig. 4(a),
which indicates that the mobile oxygen vacancy observed in
experiments is likely at a charged state such as V2+

O . The
diffusion results of Ea are shown to be in agreement with
those measured for positively charged oxygen vacancies with
an activation energy of 0.52 eV in thin HfO2 films [24], as
well as DFT calculation activation energy barriers of 0.69 eV
in the M phase in previous work [29]. Similarly, the reason for
the decrease in Ea can be found in the electronic structure. As
shown in Fig. 4(b), for the initial configuration with a VO, the
two excess electrons, corresponding to the doubly occupied
defect state within the band gap, are strongly localized at
the vacancy site. During the oxygen vacancy migration, the
two localized electrons hinder the migration of neighboring
oxygen atoms. At an intermediate state, the two localized
electrons become delocalized and transfer to a defect state
with higher energy, resulting in a higher Ea. For V2+

O , the
in-gap defect states are unoccupied and there is no effective
charge at the vacancy site to oppose the incoming oxygen
atom during the diffusion, and the Ea is significantly lower.
A similar trend has also been observed in ZrO2 [57,58] and
other oxides [59,60].

In summary, using first-principles DFT calculations, we
systematically compared the effects of the V2+

O and VO on
atomic/electronic structures, electric polarization, phase sta-
bility, and the activation energy of oxygen vacancy diffusion
in HfO2. As the concentration of V2+

O increases to greater

than ∼2%, the ferroelectric PO phase becomes more ther-
modynamically stable than the M phase, which indicates that
V2+

O can help stabilize the ferroelectric phase in HfO2. We
propose a general relationship between the energy in-gap de-
fect levels and relative phase stability in the presence of V2+

O
in wide band gap oxides. It is also found that compared to
VO, V2+

O has lower vacancy diffusion activation energy, likely
responsible for the observed oxygen vacancy migrations in
experiments. These results suggest that compared to the VO,
the theoretically predicted behavior of V2+

O is in better agree-
ment with that observed in experiments. These results may be
helpful for the understanding of the origin of ferroelectricity
in HfO2 and pave another way for researching competing
structural phases in wide band gap materials.
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